
Flow dynamics in cavitation induced micro pumping

V. Agrež , J. Zevnik , Ž. Lokar , M. Dular , R. Petkovšek *
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A B S T R A C T

The micro pumping process driven by the laser induced cavitation bubbles is scalable, requires only optical 
access and does not require mechanical moving parts. We investigate how the positioning of the cavitation 
bubble affects the flow dynamics through differently sized holes in a transparent boundary mimicking a 
microchannel. For normalized standoff distance above 0.8 and normalized hole radius of 0.22 a significant flow 
through a hole was observed while decreasing the standoff distance a focused reverse flow was formed impeding 
downward pumping flow. The details of reverse flow formation were investigated. It was found that bubbles 
generated next to larger holes with a normalized radius of 0.66 also produce reverse flow, however without it 
impeding the flow through the structure, even at small normalized standoff distances. Simulations were found to 
agree well with experiments and used to further study the pumping behavior. Indentation on the bottom side of 
the bubble was found to be the driver of the focused reverse flow in simulations and differences were investigated 
for various hole radii and standoff distances. For larger hole radii, reverse flow was found to be both weaker and 
failed to block the entire hole width, permitting pumping behavior. To improve the flow in the pumping di-
rection, additional structures were produced on top of the flat plate with holes. It was found that adding the entry 
structure to the hole mitigated the effect of the focused reverse flow on the pumping action.

1. Introduction

Various pumps are used in microfluidics to move liquid, all with 
different benefits and drawbacks. In addition to passive mechanisms like 
surface tension [1], active external pumps or microscale pumps are used 
[2]. For microscale pumping different mechanisms can be used based on 
effects like electrowetting, piezoelectric, thermopneumatic, pneumatic 
etc. [3,4]. Among them, a laser induced cavitation bubble can be also 
used for pumping, either with continuous wave or pulsed [5]. In addi-
tion, an external laser can produce breakdown event near a rigid surface 
with a hole, which offers a possibility of liquid transfer through the hole 
[6]. One benefit of this approach is that only optical access to the 
channel is needed, without mechanical parts inside the channel or 
connection to outside pumps. Further advantage is, that with fine con-
trol of the laser energy, arbitrary micrometer-sized bubble diameters are 
produced [7]. This flexibility offers a one-size-fits-all pumping system 
for microfluidics, able to adapt to all channel sizes.

Using laser induced cavitation for microfluidics was successfully 
demonstrated [8]. Laser induced bubbles with the maximum radius 
between 40 and 50 μm were used to pump liquid through the 20x20 μm2 

opening. Even smaller 5 μm wide channels were used in [9], with 

different method of pumping. Whereas in the first example, the domi-
nant effect is the movement of the cavitation bubble which moves the 
liquid, while in the second example the jet through the hole is dominant 
in pumping the liquid. The relation between the cavitation bubble 
nucleation distance from a hole and its movement towards it during the 
pumping action was investigated in [10]. In most cases, the cavitation 
pumping is investigated near a hole in a flat boundary. The latter having 
dimensions much larger than the cavitation bubble. It was shown [11] 
that the cavitation pumping is also viable for a finite boundary with a 
hole like a capillary that has an opening diameter similar to the bubble 
maximum diameter. In addition to demonstrating the process, pumping 
process was further researched in simulations with experimental vali-
dation [12]. It was found that bubble size, hole size, hole length and 
bubble standoff distance all heavily influence the micropumping process 
and behavior. Those experiments and simulations primarily researched 
cavitation bubble interaction with a channel where the same liquid is 
present on both sides of the channel and inside the channel.

Other studies experimentally [13] and numerically [14,15] investi-
gated how the cavitation bubble interacts with boundary that has a hole 
filled with air for different normalized standoff distances γ. The 
normalized standoff distance γ being the distance between bubble 
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nucleation point and surface normalized to the bubble maximum radius. 
At γ greater than one, a simulation comparison to water filled hole was 
made. It was found that the bubble was jetting towards the boundary 
despite the presence of air, as the surrounding structure attracts the 
bubble, exceeding the repulsion effect of the free boundary.

In most experiments, the bubble pushes the liquid through the hole – 
the flow is from the side with the bubble towards the other side. Similar 
to the case of the bubble in vicinity of a solid surface, the bubble moves 
towards the solid surface with the hole during collapse [10,16,17]. In 
addition to the normal flow or jet in direction towards the hole, flow in 
the reverse direction (towards the bubble) is also observed in experi-
ments and simulations [18–20]. We name flow towards the cavitation 
bubble nucleation spot reverse flow, in order to distinguish from the 
normal flow – in the case of reverse flow, bubble pulls the liquid towards 
it. Previously, simulations were used to investigate bubble dynamics 
near a convex plate with a hole, where the normal and reverse flow were 
studied [21]. They found that there are four different regions of bubble 
dynamics, with flows in either direction. In cavitation bubble interaction 
with flat boundary, a larger flow volume in reverse direction was re-
ported [21]. However, their investigation was limited to γ between 1.1 
and 2. For low values of γ, Abboud and Oweis experimentally researched 
counter-jet formation at lower values of γ with spark generated bubbles 
[22], as did the group of Khoo [18–20]. Reese et al. found that there is a 
transition between the downward and reverse jet at γ below one [12].

In the present work we investigate the properties of flow that is 
initiated by the cavitation bubble collapse near a liquid filled hole in a 
boundary and how the entrance shape influences its formation. Both the 
normal and reverse flow are observed and studied; focusing of the 
reverse flow is observed that can impede the normal flow and in 
consequence the pumping action. Using a normalized standoff distance 
and normalized hole diameter to the maximum bubble radius a flow 
direction during bubble first collapse is plotted. Using normalized 
parameter values the new measurements are combined together with 

the existing data in the literature [12,18,19,21–23] that consists of 
different sized bubbles and hole entrances and allows for the first time to 
define the regions for normal and reverse flow independently of the 
scale or used nucleation method (Laser and spark induced breakdown). 
A dominant reverse flow is found in the region of normalized standoff 
distance lower than 0.8 and normalized hole radius lower than 0.3. 
Focusing on this region we investigate how different entrance shapes to 
the hole affect the flow and in consequence pumping dynamics. In 
addition to the flat structure, we investigated flows with conically sha-
ped entry, leading to a funnel type of structure, as well as a hemi-
spherically shaped entry. Significant differences between the structures 
are observed in experiments and explained with further investigation 
using simulations. It is shown that using shaped entrance enables to have 
normal flow regardless of the combination of the normalized distance 
and hole diameter.

2. Material and methods

2.1. Experimental setup

The experimental setup (Fig. 1a) included Kirana 7 M high speed 
camera operated at 1 Mfps, with Cavilux UHS illumination producing 
10 ns illumination pulses for each frame. Pulsed laser source (μJ level 
pulse energy) produces light induced breakdown in water after focusing 
through a 40x Nikon CFI APO NIR objective with 0.8 NA. With the 
typical pulse power setting of 24 μJ, the generated bubbles had a 150 μm 
maximum radius resulting in the first oscillation period of approxi-
mately 27 μs in infinite liquid. The standoff distance between the bubble 
nucleation site (laser focus) and the printed structure with a hole was 
adjusted by the 3D positioning stage. The main parameters of the bubble 
and structure are shown in Fig. 1b. The most important parameters of 
the structure are distance from the bubble center to the top of the 
structure z0, structure thickness lh and hole radius Rh. In all experiments, 

Fig. 1. a) Experimental setup. laser and a high NA objective are used to produce cavitation bubbles next to a boundary. b) Illustration of the cavitation bubble next to 
the structure with the hole. c and d) additional funnel and hemispherical structure, respectively.
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bubbles were positioned with the center on the axis through the hole 
center. This was ensured using another camera parallel to the laser 
aligned in z→ direction (not shown); plasma was positioned in the center 
of the hole. In addition to the basic structure with the hole, denoted as 
“flat”, two additional structures were printed on top of the flat structure 
with the hole to optimize the flow through the structure. These two 
structures are the same as the “flat” one (that is, Rh and lh are the same), 
with addition to the conical funnel (Fig. 1c) or hemispherical (Fig. 1d) 
addition on the top. The height of both additions was kept the same as 
well.

It needs to be pointed out that the z0 is defined as the distance be-
tween the bubble and the top plane of the structure. This means that, at 
the same z0, distance from the bubble center to the other side of the 
structure (bottom of the structure) varies between the “flat” and other 
two structures.

2.2. The microchannel

The microchannel in the experiments was a circular hole with a 
radius of Rh and length lh. There are several dimensionless parameters 
that are defined as the ratio between the structure parameters and the 
bubble radius Rm: 

γ =
z0

Rm
(1) 

ε =
Rh

Rm
(2) 

l* =
lh
Rm

(3) 

Bubble was of a constant size with Rm = 150 μm, as were structure 
thicknesses with lh = le = 110 μm. In addition to these parameters, the 
diameters of the top cross-section of the conical and hemispherical 
structures are 210 μm and 250 μm, respectively. Other parameters vary 
in our experiments and simulations, namely z0 and therefore γ, as well as 
Rh and thus ∊.

2.3. Numerical methods

As a part of experimental analysis, optical measurements of the flow 
were performed. Additionally, numerical simulations were performed to 
provide further insight into the liquid flow.

Optical measurement of the flow was acquired by processing the 
images. The first image taken was used as the background and sub-
tracted from all the subsequent images. MATLAB optics flow routine 
opticalFlowFarneback was used to calculate the optical flow. The 
magnitude of the optical flow below the hole was used to calculate the 
net flow through the hole. Using pixel size and camera frame rate, flow 
rate in meters per second was calculated at each point, and from that, 
the total flow amount through the hole. Circular symmetry was assumed 
with the axis of symmetry coinciding with the hole center. Because the 
method in effect tracks the bubbles movements through the frame, it 
cannot work in case there are no small bubbles produced. In our ex-
periments, small remnant bubbles were always produced during second 
collapse (collapse of the rebound bubble) and persisted for the duration 
of the experiment, enabling measurement of velocity at those locations – 
primarily in the region directly underneath the hole. However, locations 
where the small bubbles did not arise were unable to be measured – thus, 
any possible flow before the first rebound could not be imaged. Another 
thing to note is that the results obtained correspond to bubble velocity, 
which may be different from liquid velocity given significantly different 
densities of these phases. However, the velocities measured by optical 
flow and in numerical simulations agree closely, making the procedure a 
good proxy for experimental measurement of liquid flow. While some 
flow was detected for all time scales in the experiments, we are limited 

by the number of frames the camera captures.
In addition to the described calculation procedure, a simple merging 

of 3 subsequent images was performed where the image was inverted (so 
the bubbles became white instead of black). The first image was assigned 
to the blue color channel, the second image to the green and the third 
image to the red. This was used for illustrations of the optical flow 
procedure as it is easier to visualize and serves as an additional indica-
tion of correctness of the procedure.

3. Numerical simulations

Numerical simulations were performed to provide insight beyond the 
resolution of the experiment. We consider compressible, viscous, two- 
phase flow and employ a Finite volume method-based solver Ansys 
Fluent [24] along with a Volume of fluid method to capture the interface 
between phases. The present section includes a general outline of the 
employed methodology. Further details are given in the Appendix A and 
our previous work [25].

Two fluid phases are considered − vapor bubble and ambient liquid. 
In the following sections, quantities and properties specific to each 
phase are marked by a corresponding subscript i = v, l, which denotes 
the vapor and liquid phase, respectively. Their interface is assumed to 
remain sharp during the bubble lifetime and the presence of non- 
condensable gases inside the bubble is neglected. The phase interface 
is captured by solving the continuity equation for the volume fraction 
field of the liquid (i = l) phase 

∂(αlρl)

∂t
+∇⋅(αlρlUl) = Sl (4) 

Here, α, ρ, and U denote the volume fraction, density, and velocity 
vector field. Mass transfer in the form of phase change is considered 
through mass source terms Sl. The volume fraction field of the vapor 
phase is obtained as αv = 1 − αl. Following that the volume-averaged 
fluid properties are determined, which presently holds true for den-
sity, dynamic viscosity μ, and thermal conductivity λ. Based on these, a 
single momentum (Eq. (5) and energy (Eq. (7) equation are solved, 
which yields the shared velocity U and temperature T fields. 

∂
∂t
(ρU)+∇⋅(ρU ⊗ U) = − ∇p+∇⋅τ+ b (5) 

Here p denotes pressure, b body forces, and τ the viscous stress 
tensor. The effects of surface tension are included as a body force acting 
at the vapor–liquid interface. Presently, both phases are considered as 
Newtonian fluids, and the viscous stress tensor is considered as 

τ = μ
[
(
∇U + (∇U)

T )
−

2
3
(∇⋅U)I

]

(6) 

where I denotes the unit tensor.
Energy balance is described by Eq. (7), which includes the effects of 

thermal conduction and heat transfer due to phase change. 

∂
∂t
(ρE)+∇⋅(U(ρE + p) ) = ∇⋅(λ∇T)+Q (7) 

Here, E and Q denote the total specific energy and the energy transfer 
term due to phase change, where the former is considered as a mass 
averaged variable within a computational cell. The total specific energy 
of each phase Ei can be expressed by the i-th phase internal energy ei as 

Ei = ei +
|U|

2

2
(8) 

Both phases are considered as compressible and are described ac-
cording to the generalized form of the Noble-Abel Stiffened-Gas equa-
tion of state [26,27], such that the vapor phase is effectively considered 
as a calorically imperfect gas. Additionally, surface tension is modeled 
according to the Continuum surface stress model [28]. Further details 
and the values of the material properties considered are given in the 
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Appendix A.2. Mass transfer in the form of condensation is considered 
according to the Lee’s model [29] as 

Sv = − Sl = − rvlαvρv
Tsat − T

Tsat
, when T < Tsat(p) (9) 

Here, rvl is an empirical coefficient of mass transfer intensity that 
corresponds to condensation. Term Tsat denotes saturation temperature 
and is presently considered as a function of pressure. The data is taken 
from the National Institute of Standards and Technology database [30]. 
The corresponding energy transfer term Q in the energy equation is 
defined as 

Q = (hv − hl)Sl (10) 

where the difference between phase enthalpies, hv and hl, can be 
understood as latent heat of vaporization. The consideration of 
condensation is important as it can significantly affect the bubble 
collapse and rebound intensity. This is especially prominent in laser- 
induced bubbles, which can lose more than 90 % of their mass during 
the first collapse [31]. In the absence of condensation modeling or any 
other intervention that indirectly accounts for the gradual loss of bubble 
mass an initially pressurized bubble will yield a weak bubble collapse 
and large rebounds, which is not characteristic of the presently 
considered laser-induced bubbles.

A pressure-based variant of the solver is employed, where the 
Pressure-Implicit with Splitting of Operators pressure–velocity coupling 
algorithm [32] is used along with first order implicit temporal dis-
cretization. Density, momentum, and energy are discretized by the 
second order upwind scheme, whereas the Pressure Staggering Option 
scheme [33] is used for pressure discretization. Phase interfaces were 
captured using a Piecewise linear interface calculation geometric 
reconstruction scheme [34], which assumes that the interface between 
two fluids has a linear slope within each computational cell. All cases 
were evaluated under the assumption of axial symmetry. Orthogonal 
mesh with a constant resolution of Δx = 0.375 μm in the region of the 
bubble was used, which spans 800 computational cells across the 
maximum bubble diameter. Temporal and spatial resolution were cho-
sen based on the convergence analysis for the case of an unbounded 
laser-induced bubble given in Table 1. Here, δt and Ncells denote the time 
step increase factor and the number of computational cells, respectively. 
The finally chosen resolution with Δx = 0.375 μm and δt = 1.0015 
yields the relative errors for maximum bubble radius Rmax, minimum 
bubble radius Rmin, rebound bubble radius Rreb, and peak bubble wall 
collapse velocity dR

dt min of 0.2 %, 6.1 %, − 2.6 %, and − 7.4 % in com-
parison to the resolution independent solutions estimated with the 
Richardson extrapolation (see bottom row in Table 1). Time step was 
determined based on the prescribed maximum Courant number of 0.2. 
Boundary conditions at the end of the computational domain were set to 
wave non-reflecting pressure outlet with p∞ = 105 Pa and T∞ = 25 ◦C, 
whereas no-slip walls were considered at the channel boundaries. We 
assume an initially spherical bubble with radius R0 = 7.5 μm in ambient 
fluid at rest and even pressure and temperature fields of p∞ and T∞. The 
rate and extent of bubble expansion and collapse is controlled by two 
parameters, the initial bubble equilibrium radius Req and condensation 
intensity factor rvl. Their values were found at Req = 62.9 μm and rvl =

1.22× 108 s− 1, according to the three staged trial and error approach 

(Fig. 2), such that they yield the expansion of an unbounded bubble to 
the maximum radius Rmax = 150 μm and result in the rebound intensity 
Rreb/Rmax = 0.325 (Fig. 2c). Its value was determined based on the 
presently obtained experimental results and data from previous research 
[25]. All simulations were done with the finally chosen spatiotemporal 
resolution of Δx = 0.375 μm and δt = 1.0015. Further modeling details 
along with the employed values of the material parameters can be found 
in Appendix A.3 and our previous research [25].

4. Results and discussion

The image sequence in Fig. 3 shows bubble progression starting from 
just before the first collapse, 30 μs after breakdown. Results are shown 
until 60 μs as that shows the main part of pumping dynamics; however, 
the flow does not cease at that time point, as shown in Fig. 4. Two 
different γ are shown with distinctly different behavior. For larger γ 
rebound bubble enters the hole and displaces the liquid, producing 
strong pumping behavior. On the other hand, smaller γ shows the bubble 
flattened against the top of the surface. No flow through the hole can be 
observed.

From the image sequence, starting from breakdown and through all 
the recorded images, optical flow is calculated as described in section 
Numerical methods. Maximum velocity of the tracked bubbles, with 
several accompanying images and the illustration of the optical flow are 
shown in Fig. 4. For the larger γ = 0.8, maximum velocity was found to 
reach nearly 60 m/s for a single 3 μs spike, while smoothed graph of 
maximum velocity would reach peak of approximately 25 m/s from 40 
μs to 60 μs (from Fig. 4c to Fig. 4d). Maximum velocity is always ob-
tained under the hole and near its exit. While the flow is fastest through 
the hole and at the hole exit, significant fraction of maximum velocity 
remains few hundred μm below the hole exit, even though the bubbles 
spread outwards. For longer time scales, beyond 60 μs (Fig. 4d and 
Fig. 4e), flow slowly decays, however, it does not stop completely. Even 
at 140 μs after breakdown, zoomed-in optical flow illustration (Fig. 4f), 
with region marked in Fig. 4e, reveals that the bubbles underneath the 
hole still move downward. Likewise, small bubbles occasionally present 
inside the hole also move downward (not shown), which further vali-
dates that the flow persists for beyond 100 μs.

On the other hand, flow in the case of the bubble produced at a closer 
distance with γ = 0.7 does not exhibit any of these features. As can be 
seen already in Fig. 3b, the bubble breaks upon collapse, collapsing 
against the top side of the structure. This results in no net flow through 
the hole. This is also shown in Fig. 4a where the maximum velocity is 
low for the whole measurement.

4.1. Flow for different distances between the hole and the bubble

As there was a sharp cutoff between the flow downward and the lack 
of said flow, this was studied in more detail for different values of γ as 
well as for two different hole sizes corresponding to different values of ∊ 
with results shown in Fig. 5.

Significantly different behavior depending on γ is observed for theε 
= 0.22 (Fig. 5a) and ε = 0.66 (Fig. 5b). In the case of the smaller hole, 
there is a significant jump between the different values of γ, which is not 
observed for the larger hole, where velocity is continuously smaller for 
smaller values of γ. Causes for the jump with the smaller ε and the lack of 
it for larger ε is explored in greater detail in the next section 3.2. In 
addition, maximum velocity for the larger hole is consistently lower in 
cases of larger flow. This result can be explained by the bubble having 
the same energy, which is transferred to the liquid. In the case of the 
larger hole, this energy is spread out over a larger area corresponding to 
the cross-section of the hole. This results in lower particle and flow 
velocity, despite higher net flow through the hole.

The change of flow when cavitation bubble interacts with the liquid 
filled hole was shown in Reese et al. 2022 [12] for fixed normalized hole 
size of ε = 0.2. This corresponds to the bubble maximum radius of Rm =

Table 1 
Convergence analysis for an unbounded laser-induced bubble.

Δx δt Ncells Rmax Rmin Rreb dR
dt min

[µm] [-] [106] [µm] [µm] [µm] [m/s]
0.750 1.0030 0.301 150 0.996 47.4 − 1360
0.530 1.0021 0.603 150 0.909 48.1 − 1450
0.375 1.0015 1.21 150 0.864 48.7 − 1510
1/∞ 1 ∞ 150 0.814 50.0 − 1630

V. Agrež et al.                                                                                                                                                                                                                                   Experimental Thermal and Fluid Science 169 (2025) 111540 

4 



460 μm and the hole radius of Rh = 95 μm. They measured flow 
reversal – switch between flow through the hole and formation of 
focused reverse flow – at approximately γ = 0.7 which matches the re-
sults obtained in this experiment (γ = 0.73) where approximately three 
times smaller bubble (Rm = 150 μm) and hole (Rm = 32.5 μm) were 
used resulting in ε = 0.22. For comparison, we measured the flow dy-
namics at the normalized hole length of l* = 0.73 while in the referenced 

case the normalized length was l* = 0.4.
A combined plot showing both our acquired datapoints as well as the 

previously existing data on the cavitation bubble induced flow near a 
hole in a rigid boundary is shown in Fig. 6. All data is for experiments 
done in water – different viscosities are not considered here, even 
though they significantly influence pumping dynamics as shown in 
[12,20]. A flow direction during the bubble first collapse is marked with 

Fig. 2. Preliminary numerical results for unbounded laser-induced bubbles: (a) determination of the condensation coefficient rvl, (b) determination of the initial 
equilibrium bubble radius Req, and (c) final results for an unbounded bubble.

Fig. 3. Image sequence of the bubble collapse near a plate with a cylindrical hole (ε = 0.22) for a) γ = 0.9 and b) γ = 0.7. The time after the LIB is denoted on the 
bottom right of each column and the scale bar is 100 μm.

Fig. 4. Flow detection for the cylindrical hole at two standoff distances. a) max velocity with respect to time for two different values of γ. b-e) Images corresponding 
to different times for γ = 0.8. f) Optical flow illustration.
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different colors: blue being towards the hole, red being away from the 
hole in direction of the bubble. The already published data (different 
symbols) are presented together with the current work (stars). The data 
is plotted as normalized standoff distance vs normalized hole radius 
while for a given experiment different bubble nucleation techniques 
were used like laser (LIB) or spark induced breakdown. Further, the data 
plotted is aggregation of different sized cavitation bubbles and holes. 
Solid symbols represent cases when the bubble collapses near a flat solid 
boundary: Khoo 2005 [18], Lew 2007 [19], Abboud 2013 [22], Reese 
2022 [12] and Agrež 2024 [10], while empty symbols represent the 
results from the figures in the works when boundary was bent with a 
radius comparable to the bubble maximum radius: Cui 2013 [23] and 

Moloudi 2019 [21]. The effect of the concave boundary is seen in offset 
of the onset of the focused reverse flow to the higher standoff distances 
and larger normalized hole radius ∊. The values for cavitation bubble 
maximum radius, hole diameter and hole length together with the type 
of the experiment for the above references are shown in Table 2.

Simulations generally use dimensionless quantities − bubble radius, 
hole radius or plate thickness can be all scaled. Additionally, in exper-
iments the difference between compared largest bubble and the smallest 
is two orders of magnitude. However, despite absolute differences, 
derived quantities γ, ε and l* are all comparable.

Fig. 5. Flow below the hole measured regarding different normalized standoff distances γ. Subplot a) shows the flows for normalized hole size of ε = 0.22 and b) for 
ε = 0.66.

Fig. 6. A flow during the first bubble collapse near a hole in a boundary. The previously published data (different symbols) are presented together with the current 
work (stars). Solid symbols represent cases when the bubble collapses near a flat solid boundary and the empty symbols the results from the work when boundary 
was bent.

Table 2 
Cavitation bubble maximum radius, hole diameter and hole length together with the type of the experiment for the selected references.

Work Type Rm Rh lh

Khoo 2005 [18] Simulation dimensionless dimensionless l* = 0.4
Lew 2007 [19] Spark 4 mm – 5 mm 0.5 mm – 4.5 mm 5 mm
Abboud 2013 [22] LIB 0.7 mm – 1 mm 0.025 – 0.6 mm 0.2 mm
Reese 2022 [12] LIB & Simulation 460 μm 95 μm 184 μm
Agrež 2024 [10] LIB 70 μm − 95 μm 45 μm − 110 μm 110 μm
Cui 2013 [23] Spark 11.5 mm − 13.5 mm 2.2 mm – 14 mm 2 mm
Moloudi 2019 [21] Simulation dimensionless dimensionless l* = 0.5
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4.2. Reverse flow dependence on the hole size

The simulation was used to investigate the formation of the reverse 
flow during first collapse at the normalized standoff distance γ = 0.6. 
Thickness of the boundary was 110 μm and the maximum bubble radius 
was 150 μm. This standoff distance is right below the optically detected 
value between strong and negligible flows through the cylindrical hole 
with the normalized hole size of ε = 0.22. On the other hand, with larger 
ε = 0.60, there is no experimentally observed blocked flow. The velocity 
field during the cavitation bubble collapse for both cases are shown in 
Fig. 7.

Simulations reveal that the reverse flow is present for both values of 
ε. However, there are significant differences between the cases. In the 
case of ε = 0.22, shown in Fig. 7a, a focused reverse flow is observed that 
breaks the collapsing bubble, which then collapses to the sides of the 
hole. This focused reverse flow is observed as a small protrusion seen at 
29 μs and marked with an arrow. A weak flow downwards through the 
hole is observed in the last column, comparable to the flow upward 
during bubble collapse in the first column, resulting in little to no net 
flow through the structure. For the larger hole with ε = 0.60, shown in 
Fig. 7b, reverse flow velocity is significantly lower. The same protrusion 
does not occur either. However, total volume of the reverse flow through 
the hole is comparable. Reverse flow also breaks the collapsing bubble; 
however, the bubble does not collapse to the sides of the hole but 
propagates through. This results in significant flow through the hole, 
with both higher flow velocity and especially total flow than in the case 
with smaller hole. In addition to different effects on pumping, varying ∊ 
also produces different shape of the reverse flow, which is presented in 
Fig. 8.

Looking at the evolution of the reverse flow in Fig. 8a-Fig. 8d shows 
that the reverse flow forms in two parts. The first part of the reverse flow 
is caused by the curvature of the bottom part of the bubble. This pro-
duces a narrow fluid stream so called focused reverse flow for the case 

with ε = 0.22 due to its large curvature (small radius). The effect starts 
and is most easily observed in Fig. 8b with very high velocity upward. 
This flow drags the liquid throughout the whole channel and produces 
secondary flow through the hole. Secondary flow encompasses the 
whole hole, as seen in Fig. 8c, while the focused reverse flow is signif-
icantly narrower in the center of the hole at the bubble-water interface. 
A critical point in reverse jet formation is seen in Fig. 8d where the 
focused flow protrudes more in the bubble than the wide secondary 
flow. The shape of a bubble cross section at the same time point for 
larger hole radii are also shown in Fig. 8e-Fig. 8g. In comparison to the 
case with ε = 0.22 (Fig. 8d), ε = 0.4 and above do not exhibit the pro-
trusion. The curvature of the top part is also different between the cases. 
Therefore, it is the flow shape which primarily governs how the collapse 
occurs and whether the reverse flow prevents forward flow through the 
hole during collapse. Further analysis was conducted for cases where 
additional structures were fabricated on top of the “flat” structure to see 
whether it is possible to improve pumping behavior and mitigate reverse 
flow effects for smaller values of ε.

4.3. Shaped hole entrance

Conical and hemispherical entrance shape were investigated. Both 
structures are described and illustrated in Fig. 1, with dimensions listed 
in section 2.2. In the experiments presented in Fig. 9,γ was the same at 
0.3 for both structures while the normalized hole size is ε = 0.22.

At the given γ = 0.3, flow through the flat structure is negligible due 
to the formation of the focused reverse flow. Meanwhile, as visually 
shown in Fig. 9, flow through both structures is significant. This is 
further shown in Fig. 10, where the optical flow method is used to 
determine maximum flow velocity through the hole.

Conical and hemispherical structures reach a similar maximum flow 
velocity through the structure and exhibit similar decay of flow through 
the structure with time. Both parameters are also notably different at the 

Fig. 7. Reverse flow at normalized standoff distance γ = 0.6. Shown are velocity field contours (in m/s) along with the bubble shape (black solid line). Grid spacing 
is 50 μm. Row a) shows the bubble collapse for normalized hole size of ε = 0.22 and b) for ε = 0.60.
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same γ, but similar to the flow through the flat structure at larger γ. 
Difference between the cases with shaped entry and the flat structure at 
same γ is primarily caused by the structure shape. However, it also needs 

to be pointed out that the experiment corresponds to γ of approximately 
1.0 for the case of the flat structure with a hole in which case this is a 
distance where there is a sizeable flow through the channel. Despite the 
larger cumulative thickness of the structure and the same thickness of 
the flat part, net flow through the structure is roughly comparable to the 
flat case for both entrance shapes.

Exploring the differences between the conical and hemispherical 
structure in more detail, some differences are seen. The first observation 
is that collapse is slightly faster in case of the hemispherical structure 
than for the conical structure. Additionally, rebound bubble grows faster 
in case of the hemispherical structure. Despite these differences, 
maximum velocity peak of the hemispherical structure occurs later than 
of the conical one. This is primarily caused by the lifetime of the sec-
ondary cavitation bubble. During the rebound bubble collapse, in case of 
hemispherical structure the bubble splits with some remaining bubbles 
on the top side and significant flow through the structure. On the other 
hand, with conical structure the bubble does not propagate through the 
structure to such a significant extent. These differences and reasons for 
them were explored in more detail in simulations. First, validation of the 
simulation and agreement with the experiment is presented in Fig. 11
while simulations of both structures are shown in Fig. 12.

Comparison between the simulation and the experiment shows good 
agreement with the key features of the bubble shape matching. Addi-
tionally, simulations offer insight into local flow velocity throughout the 
whole bubble dynamics − something which is not observable by the 
method of optical flow as there are no small bubbles to track. In both 
experiment and simulation, it is observed that the bubble does not touch 

Fig. 8. Reverse flow at normalized standoff distance γ = 0.6. Shown are velocity field contours (in m/s) along with the bubble shape (black solid line). Grid spacing 
is 50 μm. a-d show the formation of the reverse flow, while e-g show reverse flow at the same time point for different values of ε. Note that velocity scale is 
not constant.

Fig. 9. Image sequence of the bubble collapse near a plate at γ = 0.3 and ε = 0.22 having a a) conical entrance and b) Hemispherical entrance. The time after the LIB 
is denoted on the bottom right of each column and the scale bar is 100 μm.

Fig. 10. Maximum velocity of the flow through the structures with shaped 
entrance at the same normalized standoff distance.
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the walls of the hemispherical cavity. To see whether the bubble fully 
fills the cavity with different values of γ, a bubble was nucleated inside 
the hole entrance below the boundary (γ = − 0.2). This γ is small enough 
that considering just the flat part of the structure, flow would be 
negligible due to formation of focused reverse flow. Comparison of the 
bubble behavior and the flow formation in the case of hemispherical and 
conical hole entrance shape is shown in Fig. 12.

Simulation shows similarities between the bubble behavior in 
conical and hemispherical cases, leading to the mitigation of the focused 
reverse flow effect on the pumping action. In both cases a focused 
reverse flow is produced, as in case of the flat structure. Additionally, 
thin relatively fast jet towards the channel is formed by the convergent 
radial flow on the upper half of the bubble (Fig. 12d-Fig. 12g). The latter 
focuses on the symmetry axis with the majority of the flow in the 
downwards direction through the channel. In case of the conical struc-
ture, the bubble fully fills the opening, as seen in Fig. 12c-Fig. 12f. This 
leads to delayed collapse phase and formation of stronger reverse flow 
Fig. 12e that is countered by the perpendicular flow being pulled into 
the hole by the collapsing bubble observed in Fig. 12e and Fig. 12f. This 
ultimately causes a jet downward in the pumping direction, as seen in 
Fig. 12i. On the other hand, for the hemispherical structure, the bubble 
during its growth does not fill the hemispherical cavity completely. 
Throughout the bubble growth, liquid remains inside the cavity. This 

leads to differences during bubble collapse, starting with Fig. 12d. 
Especially in frames Fig. 12e and Fig. 12f differences are seen between 
these two structures. The whole collapsing bubble is positioned lower 
and closer to the center of the hole. In addition to differences in cavi-
tation bubble, liquid flow velocity shows that the focused reverse flow 
formation is stunted with significantly lower maximum velocity up-
wards. While those differences would be expected to lead to a stronger 
flow downward and more efficient pumping mechanism, maximum 
velocities and flow rates are comparable, as seen in Fig. 12h and Fig. 12i. 
In summary, both structures allow the continuation of the flow for 
smaller values of γ, therefore offering improved pumping efficiency 
compared to the flat case for these distances.

5. Conclusions

This paper shows laser induced cavitation as a promising driver for 
micro pumping. First, we explore pumping in the case of a cylindrical 
hole in a flat plate. We found that the cylindrical hole in a flat plate 
allows for efficient liquid pumping for larger normalized standoff dis-
tances between the cavitation bubble and the plate in direction from the 
bubble through the hole. However, reverse flow formation prevents 
long-term significant flow through the narrow hole at smaller values of 
γ. We found the same threshold of γ = 0.7 for ε = 0.2 in both experi-

Fig. 11. Comparison between experimental observations (left) and corresponding simulation results (right) for a hemispherical hole entrance at γ = 0.3. The 
numerical results show velocity field contours (in m/s) overlaid with the bubble shape (black solid line). Grid spacing is 50 μm.
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Fig. 12. Comparison between hemispherical (left) and conical (right) hole entrance shape. The bubble is nucleated inside the hole entrance below the boundary (γ =

− 0.2). Shown are velocity field contours (in m/s) overlaid with the bubble shape (black solid line). Grid spacing is 50 μm.
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ments and simulations, consistent with research of other groups. 
Detailed study of reverse flow revealed that the reverse flow forms for 
larger holes as well, but it is not focused and consequently does not 
prevent downward flow. Thus for larger holes downward flow persisted 
even at smaller γ.

To increase pumping volume, especially for small normalized 
standoff distance, additional structures were fabricated on top of the flat 
plate with the hole. A shaped entrance was used to efficiently funnel the 
flow into the hole for small and even negative values of γ, in contrast to 
the flat structure. Both experimental and simulation analysis revealed 
that dominant downward flow occurs for all values of γ. Simulation 
results reveal that the primary cause of the downward pumping is the 
formation of perpendicular flow, which pushes the fluid downward 
through the hole, despite formation of the reverse flow in the channel.

The practical implementation of cavitation induced microfluidic 
pumping could be made using a small chamber with optical access for 
the laser near an output channel. Such a chamber can be integrated into 
the microfluidic device, for example on each of the mixer input chan-
nels. The laser can then be used to simultaneously or alternatively 
generate cavitation bubbles at the optimized distance in front of the 
channel and drive or stop the flow accordingly. Further, the formation of 
focused reverse flow and its interaction with the downward flow is of 
interest for channel cleaning and can be applied from single hole 
demonstration to the array of a holes or a membrane.
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Appendix 

A. Equations of State

Both phases are considered as compressible and are described according to the generalized form of the Noble-Abel Stiffened-Gas equation of state 
[26,27]. Both liquid (subscript l) and vapor (subscript v) are considered as water. 

ρl(p,T) =
[
(γl − 1)CvlT

p + P∞ l
+ bl

]− 1

el(p,T) =
p + γlP∞ l

p + P∞ i
CvlT + ql

hl(p,T) = γlCvlT + blp + ql

cl(p, ρl) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
γl(p + P∞ l)

ρl(1 − blρl)

√

(A1) 

Here, h and c denote enthalpy and sound speed, whereas γ, Cv, P∞, b, and q are the material parameters. A generalized form of the equation of state 
is employed, which also allows for the consideration of calorically imperfect gases [24]. This is presently true for the vapor phase. 

ρv(p,T) =
p

R*
vT

ev(T) = eref v +

∫ T

Tref

CvvdT

hv(T) = href v +

∫ T

Tref

CpvdT

cv(T) =
̅̅̅̅̅̅̅̅̅̅̅̅

γvR*
vT

√

(A2) 

Here, R* and Cp correspond to the specific gas constant and specific heat at constant pressure. The subscript “ref” refers to the value at the reference 
point (pref , Tref ).

B. Surface tension model

The effects of surface tension at the vapor–liquid interface are considered through a body force term b in the momentum equation according to the 
Continuum surface stress model [28]: 
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b = ∇⋅S, (A3) 

where S is a surface stress tensor defined as 

S = σl(I − n ⊗ n)|∇αl|. (A4) 

Here, σl denotes the surface tension and n the vapor–liquid interface normal. The latter is obtained as 

n =
∇αl

|∇αl|
. (A5) 

C. Material parameters

The values of material parameters considered rounded to the first three significant digits are given in Table 3. The remaining material parameters 
for vapor phase are obtained from the relations in Eq.A6 [27,35]. The employed values of parameters aj,k for calculation of Cpv are taken from [35]. 

R*
v =

Rgas

Mv

Cpv =

⎧
⎪⎨

⎪⎩

R*
v

∑4

k=− 2
a1,kTk, 200 K ≤ T ≤ 1000 K

R*
v

∑4

k=− 2
a2,kTk, 1000 K < T ≤ 6000 K

Cvv = Cpv − R*
v

γv =
Cpv
Cvv

eref i = href i − R*
i Tref

(A6) 

Table 3 
Values of material parameters considered [36,37].

Parameter (unit) Value

Rgas

[
J kmol-1 K-1

]
8.31× 103

pref [Pa] 3.17× 103

Tref [K] 298
Vapor phase
μv [Pa s] 9.70× 10− 6

λv
[
W m-1 K-1] 1.84× 10− 2

Mv

[
kg kmol-1

]
18.0

href v

[
J kg-1] 2.55× 106

Cvv

[
J kg-1 K-1

]
f(T)

Liquid phase
μl [Pa s] 8.90× 10− 4

λl
[
W m-1 K-1] 6.07× 10− 1

σl
[
N m− 1] 7.20× 10− 2

γl [ − ] 1.19

Cvl

[
J kg-1K-1

]
3.61× 103

P∞ l [Pa] 6.22× 108

bl
[
m3 kg-1] 6.72× 10− 4

ql

[
J kg− 1

]
− 1.18× 106

Data availability

Data will be made available on request.
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